ProblemSet 1 — Linear algebra and representations Solutions

George McNinch

2024-01-29

F denotes an algebraically closed field of characteristic 0. If you like, you can suppose that /' = C is the field of complex
numbers.

1. Let V be a finite dimensional vector space over the field F'. Suppose that ¢, 1) : V' — V are linear maps. Let A € F be
an eigenvalue of ¢ and write W for the \-eigenspace of ¢; i.e.

W ={veV]|op) =}

If ¢1p = )¢ show that W is invariant under 1) — i.e. show that (W) C W.

SOLUTION:

Solution:
Let w € W. We must show that z = ¢(w) € W. To do this, we must establish that 2 = 1(w) is a A-eigenvector for ¢.

We have

o(z) = o(¥(x))

= P(p(w)) since ¢ 0 1) = 1p o ¢
= Y(Aw) since w is a A-eigenvector
= \p(w) since ) is linear
= \x
This completes the proof.
2. Let n € N be a non-zero natural number, and let V' be an n dimensional F'-vector space with a given basis e, €5, -, €,,.

Consider the linear transformation 7" : V' — V' given by the rule

Tei = €it1 (modn)-

In other words

€; 1 <n

_ i+1
Te;, = ..
ep t=mn

a. Show that T is invertible and that T = idy,.

SOLUTION:
To check that 7™ = idy,, we check that T"(e,;) = e, for 1 <i < n.

From the definition, it follows by induction on the natural number m that

Tm<6i> = €i+m (mod n)-

Thus 7" (€;) = €, (mod n) = €;- Since this holds for every 4, conclude 7" = idy,.



Now T is invertible since its inverse is given by 771

n
b. Consider the vector v, = Z e;. Show that v, is a 1-eigenvector for 7.
i=1

SoLUTION:

We compute

n
= Z Cit1 (mod n)
=1
n+1
= Z € (mod n) (letj=1i+1)
=2
n

- E Gj (mod n) — Yo

J=1

Thus T'(v,) = v, so indeed v, is a 1-eigenvector.

Let ¢ € F be a primitive n-th root of unity. (e.g. if you assume F' = C, you may as well take ( = €27/,

n
c. Letv; = Z (’e;. Show that v, is a (~!-eigenvector for 7.
i=1

SoLuTION:



We compute

i=1
n

= Z Ciei+1 (mod n)

=1
n+1

=3 e (moan) (et j =i+ 1)
Jj=2

n+1

= C_l Z Cje] (mod m)
j=2

= Cfl Z Cjej (mod n) (Since C] — C] (mod m) V])
Jj=1

=(ly

Thus 7'(v,) = ¢ 'v; so indeed v, is a (! -eigenvector.

. More generally, let 0 < 7 < n and let
vy = (e
i=1

Show that v; is a (~I-eigenvector for T'.

SoLuTION:

The calcuation in the solution to part (c) is valid for any n-th root of unity unity C. Applying this calculation for ¢
shows that v; is a (~/-eigenvector for 7" as required.

. Conclude that v, vy, -+, v,,_; is a basis of V' consisting of eigenvectors for T, so that T' is diagonalizable.
Hint: You need to use the fact that eigenvectors for distinct eigenvalues are linearly independent.

What is the matrix of T in this basis?

SoLuTION:

Since eigenvectors for distinct eigenvalues are linearly independent, conclude that the vectors B = {v, vy, -+, v,_1}
are linearly independent. Since there n vectors in 5 and since dim V' = n, conclude that B is a basis for V.

The matrix of " in the basis B is given by

1 0 0 0

0 ¢t o 0
[Tlz=10 0 (2 0

0 0 0 gfr-L+1



(This form explains why an n. X n matrix M is diagonalizable iff F'™ has a basis of eigenvectors for M).

3. Let G = Z/3Z be the additive group of order 3, and let ¢ be a primitive 3rd root of unity in F.

To define a representation p : G — GL,,(F), it is enough to find a matrix M € GL,,(F) with M? = 1; in turn, M
determines a representation p by the rule p(i + 3Z) = M".

Consider the representation p, : G — GL3(F') given by the matrix
1 0 0
p(14+32)=M,=|0 ¢ O
0 0 ¢2
and consider the representation p, : G — GL4(F') given by the matrix

00 1
py(14+32)=M,= |1 0 0].
01 0

Show that the representations p, and p, are equivalent (alternative terminology: are isomorphic). In other words, find a
linear bijection ® : F'3 — F'3 with the property that

D(py(g9)v) = p1(g)@(v)
forevery g € G andv € F3.

Hint: First find a basis of F'® consisting of eigenvectors for the matrix M,.

SOLUTION:

1 0 0
The matrix M, is diagonal, which is to say that the standard basis vectors e, = [0] s = [1] ,63 = [0] are
eigenvectors for M, with respective eigenvalues 1, ¢, (2.
By the work in problem 2, we see that
vy =€ teytes, vy =ep+Ceyt+ (e vy =g+ (Pey + (e

are eigenvectors for M, with respective eigenvalues 1, (2, (.

Now let ® : F'3 — F be the linear transformation for which

Pley) =vy, Pley) = w3, Pleg) = vy

We claim that ® defines an isomorphism of G-representations
(p1, F?) = (pa, F?).

We must check that ®(p, (g)v) = po(g)®(v) forall g € G and all v € F3.

Since G is cyclic it suffices to check that

(&) (M) = M,®(v) Vove F3



(Indeed, (&) amounts to “checking on a generator”. If (&) holds then for every natural number 7 a straightforward induction
argument shows for every v € ™3 that

B(py (i +3Z)v) = Blp, (1 + 32)"v)
= ®(M;'v)
= M;@(v)
= po(1+32)"®(v)
= py(i +32)3(v)

)

In turn, it suffices to verify the (&) holds for the basis vectors e, €5, e5 for V = F3.

Since e, and v, are 1-eigenvectors for M, resp. M,, we have
®(Mye;) = ®(ey) = vy = Myvy.
Since e, and v are (-eigenvectors for M resp. M, we have
(Myey) = (Cey) = (P(ey) = Cug = Myvs.

Since e5 and v, are (2-eigenvectors for M resp. M,, we have
D(Myez) = ©(CPe3) = (PP(e3) = (Pvy = Myv,.

Thus (&) holds and the proof is complete.

Alternatively, note that the matrix of ® in the standard basis is given by
1 1 1
[@]= |1 ¢ ¢
1 ¢ ¢

Now, to prove that @ o p; (g) = p,(g) © D, it suffices to check that M, [®] = [®]M i.e. that

0 0 1 1 1 1 1 1 1 1 0 0
Lo e sl el
010 1 ¢ ¢ 1 ¢ ¢ 0 0 ¢

IN fact, both products yield the matrix
1 ¢ ¢
[1 1 1 }
1 ¢ <

. Let V be a n dimensional F'-vector space for n € N.

Let GL(V') denote the group
GL(V) = {all invertible F'-linear transformations ¢ : V' — V'}

where the group operation is composition of linear transformations.

Recall that GL,, (F") denotes the group of all invertible n X n matrices.



If B ={by,by,,b,} is a choice of basis, show that the assignment ¢ - [¢] 5 determines an isomorphism
GL(V) = GL, (F).

Here [¢]; = [M,;] denotes the matrix of ¢ in the basis B defined by equations

o(b;) = Z Mi,;by,.
k=1

SOLUTION:

Lets write ® for the mapping
®: GL(V) — GL,,(F)

defined above.

An important property — proved in Linear Algebra — is that for ¢, : V' — V we have

(O) [¢edls =[¢]s - Y5

In words: “once you choose a basis, composition of linear transformations corresponds to multiplication of the correspond-
ing matrices”.

Now, since the matrix of the endomorphism ¢ : V' — V is equal to the identity matrix I,, if and only if ¢ = idy,, (V)
shows at once that a linear transformation ¢ : V' — V' is invertible if and only if [¢] 5 is an invertible matrix.

This confirms that ® is indeed a group homomorphism.
To show that @ is an isomorphism, we exhibit its inverse. Namely, we defined a group homomorphism
U :GL,(F)— GL(V)

and check that W is the inverse to ®.

TO define ¥, we introduce the linear isomorphism 3 : F* — V defined by the rule

Qg
ﬁ . == Z azbl.
: i=1
an
For an invertible matrix M, we define
U(M): V=V

by the rule
U(M)(v) =M -3t

If M, M, € GL,,(F') then for every v € V we have

U(M, M,)v = BM, M, - B~1v

=AM, B 'BM, - B
= U(M;)¥(My)v

This confirms that W is a group homomorphism.

It remains to observe that for M € GL,, (F') we have

doW(M) =M,



which amounts to the fact that M is the matrix of W(M ), and we must observe for g € GL(V) hat

Vod(g)=g

which amounts to the observation that the transformation g : V' — V is determined by its effect on the basis vectors b,
and hence by the matrix ®(g).
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